


Topological Data Analysis
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Cluster Analysis
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Input: a finite set of observations:

Task:

partition the data points into a collection of relevant subsets called clusters

- point cloud with coordinates

- distance / (dis-)similarity matrix



Clustering using
Topological Persistence
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Mode-Seeking Paradigm

• Assume the data points are sampled from some unknown probability distribution

• Partition the data according to the basins of attraction of the peaks of the density
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Mode-Seeking Paradigm

• Assume the data points are sampled from some unknown probability distribution

• Partition the data according to the basins of attraction of the peaks of the density



[Koontz, Narendra, Fukunaga’76] in a Nutshell
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typically, one uses a Gaussian kernel estimator in practice
estimate density

at the data points
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typically, one builds a Rips or k-NN graph in practice, since these only require to use distance computations

typically, one uses a Gaussian kernel estimator in practice
estimate density

at the data points

[Koontz, Narendra, Fukunaga’76] in a Nutshell
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typically, one connects each vertex to its graph neighbor with highest density value. This neighbor is called the parent of the current vertex. If no neighbor is higher than the current vertex, then the latter is declared a peak. Note that [KNF’76] normalizes the difference in height by the edge length.

the set of pseudo-gradient edges forms a spanning forest of the graph, where each tree represents a cluster and its root is a (estimated) density peak within the graph and acts as cluster center

typically, one builds a Rips or k-NN graph in practice, since these only require to use distance computations

typically, one uses a Gaussian kernel estimator in practice
estimate density

at the data points

approximate gradient

by a graph edge

[Koontz, Narendra, Fukunaga’76] in a Nutshell

at each data point

build neighborhood graph
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The main reason why we got a wrong result here is that our estimator is very noisy, with many local peaks in the plane that create local peaks within the graph. Generally speaking, differential quantities like peaks and gradients are very unstable under C0 perturbations of the function, which is what happens when a density estimator is used.

transition: the result obtained depends on your choice of estimator, neighborhood graph and gradient approximation strategy.Why things are likely to go ill

estimated
density

• Density estimator
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The main reason why we got a wrong result here is that our estimator is very noisy, with many local peaks in the plane that create local peaks within the graph. Generally speaking, differential quantities like peaks and gradients are very unstable under C0 perturbations of the function, which is what happens when a density estimator is used.

But it is not the only reason. Even with a perfect estimator (i.e. the original density function, as shown below), the fact that we work in some neighborhood graph instead of the ambient space may create artificial peaks, such as for instance the saddle point on the edge of the crater which turns into a peak in the graph, or the actual peak of the crater which is duplicated into 3 peaks.

transition: the result obtained depends on your choice of estimator, neighborhood graph and gradient approximation strategy.Why things are likely to go ill

• Density estimator

• Neighborhood graph
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Overview of the upcoming slides: - the prominence will enable the algorithm to
determin which peaks in the graph are relevant and which ones are not, hence
which clusters should be kept and which ones should be merged - the hierarchy
will be used to guide the merging phase

Enter Topological Persistence

X

R

Given f : X→ R (X: ambient space / graph , f : density / estimator),

• quantifies the prominence of each peak of f ,

• builds a hierarchy of the peaks of f .

p
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δ

prominence(q)= α− β

prominence(s)= γ − δ

prominence(p)= +∞
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Merging Clusters using Persistence (in a nutshell)
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• Choose a threshold τ ≥ 0 and merge those clusters of prominence < τ

0 ≤ τ ≤ α− β

• merge clusters according to the hierarchy (merge each cluster into its parent)

Given the initial clustering:
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• Choose a threshold τ ≥ 0 and merge those clusters of prominence < τ

γ − δ < τ ≤ +∞
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• merge clusters according to the hierarchy (merge each cluster into its parent)

Given the initial clustering:



Merging Clusters using Persistence (in a nutshell)
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• report prominences in a 2-d persistence diagram
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• promise: under suitable conditions, diagrams of density and estimator are close

Choice of merging parameter τ :



Merging Clusters using Persistence (in a nutshell)

9

• report prominences in a 2-d persistence diagram

• promise: under suitable conditions, diagrams of density and estimator are close

→ signal can be distinguished from noise

→ output after merge has the correct number of clusters

• promise: under suitable conditions, diagrams of density and estimator are close

Choice of merging parameter τ :



Experimental Results
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Image Segmentation

Density is estimated in 3D color space (Luv)

Neighborhood graph is built in image domain

Distribution of prominences does not
usually exhibit a clear unique gap

Still, relationship between choice of τ and
number of obtained clusters remains explicit



It is known that the energy of a conformation depends mainly on two specific bound angles, so the data can be projected down almost isometrically into the 2-d flat torus (Ramachandran plot), which we only use for visualization purposes.

Note: the PD is plotted on a log/log scale, to avoid scaling effects. So actual differences in prominence are orders of magnitude, as the next view shows.

Experimental Results

11

Biological Data

Alanine-Dipeptide conformations (R21)

RMSD distance (non-Euclidean)

Common belief: 6 metastable states

PD shows anywhere between 4 and 7 clusters



To Do

Theory:

• soft clustering:

→ repeat experiment with perturbed estimator

→ get stochastic vectors

→ theoretical guarantees?

cl
u

st
er

s

data points
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→ track clusters across runs



To Do

Theory:

Experimentations:

• soft clustering:

• larger proteins

• 3d shapes processing (segmentation, symmetry detection)
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To Do

Theory:

Experimentations:

Code:

• soft clustering:

• larger proteins

• 3d shapes processing (segmentation, symmetry detection)

experimental released

online clustering
service
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Environment
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Inria Saclay

Polytechnique Campus

Geometrica group:

- 4 perm. research. (geom. / topo.)

- 3 PhD (topo. / apprentissage)

- 3 post-docs

- 1 invited prof. (stats)

Digiteo Bldg.



Contact information:

Steve Oudot (steve.oudot@inria.fr)

Frédéric Chazal (frederic.chazal@inria.fr)


