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Abstract
The classic k-d tree data structure continues to be widely used in spite of its vulnerability to the
so-called curse of dimensionality. Here we provide a rigorous explanation: for randomly rotated
data, a k-d tree adapts to the intrinsic dimension of the data and is not affected by the ambient
dimension, thus keeping the data structure efficient for objects such as low-dimensional manifolds
and sparse data. The main insight of the analysis can be used as an algorithmic pre-processing
step to realize the same benefit: rotate the data randomly; then build a k-d tree. Our work can be
seen as a refinement of Random Projection trees [7], which also adapt to intrinsic dimension but
incur higher traversal costs as the resulting cells are polyhedra and not cuboids. Using k-d trees
after a random rotation results in cells that are cuboids, thus preserving the traversal efficiency
of standard k-d trees.
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1 Introduction

The k-d tree, introduced by Bentley [4], is a classic data structure for nearest neighbor
search. Roughly speaking, a k-d tree is constructed by recursively partitioning space using
axis-parallel cuts, with each cut placed at the median of the point set along some axis. It is
widely used in machine learning, computer vision, bioinformatics, astronomy and other fields.

For the ubiquitous nearest neighbor problem, k-d trees are the method of choice. Although
other more sophisticated algorithms have been proposed in the nearly forty years since the
invention of k-d trees, they remain the default approach to nearest neighbor problems in
a variety of settings. They are space efficient, being only linear in size with respect to the
number of points, and they are easy to construct and query.

Although they are so popular, k-d trees do have a major weakness. As the dimension n
becomes large, in the worst case, nearest neighbor queries can take time close to linear in the
total number of points (a manifestation of the “curse of dimensionality"). Thus our current
state of knowledge is that k-d trees are an efficient heuristic approach in low dimension
(without precise knowledge of running times) and their performance can degrade significantly
as the dimension increases.

To overcome the the challenge of high dimensionality, researchers have designed other
data structures for nearest neighbor search. These include tree-based structures such as
approximate Voronoi diagrams [12], cover trees [5], PCA trees [19] and navigating nets [17].
Another algorithmic solution is based on random projection [18], inspired by the Johnson-
Lindenstrauss Lemma [15]. This idea was subsequently developed by applying a series of
random projections together as locality-sensitive hash functions [14, 13, 1], leading to the
strongest known upper bounds for approximate nearest neighbor search. Roughly speaking,
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2 Randomly-oriented k-d Trees

these bounds allow for fixed polynomial (slightly superlinear) storage space and sublinear
query time, in return for constant-factor approximations to the nearest neighbor distance.

A different line of research has focused on exploiting some form of low-dimensional
structure in the data, e.g., cover trees [5] and random projection trees [7, 10]. The idea
here is that the ambient dimension is not the critical factor in the complexity, but rather
some much smaller quantity that corresponds to the intrinsic dimension of the data set.
An important notion of intrinsic dimension is the Assouad (or doubling) dimension [11], a
slight variant of a concept defined by Assouad [3]. Let B(x, r) be the closed ball of radius r
centered at x.

I Definition 1. The doubling dimension of a set S ⊆ Rn is the smallest integer d s.t. for
every x ∈ Rn and r > 0, B(x, r) ∩ S can be covered by at most 2d balls of radius r/2.

An interval in R has doubling dimension 1. Any subset of Rk has doubling dimension O(k);
so subsets restricted to k-dimensional subspaces in Rn have doubling dimension O(k). The
union over 1 ≤ i ≤ n of the intervals [−ei, ei] has doubling dimension logn (where e1, . . . , en
are the canonical unit vectors). This sparse example can be generalized — if every point in
S ⊂ Rn has at most d nonzero coordinates, then the doubling dimension of S is O(d logn)
[6].

Dasgupta and Freund’s random projection trees (RP trees) are built as follows: pick a
random direction at every partitioning step, independently for each cell, and split the current
cell at a random point within a small interval of the median of the current data points. These
trees have the property that the diameter of cells in the data structure decreases quickly
with the number of splits – it takes roughly O(d log d) splits to halve the diameter where d is
the intrinsic dimension. Dasgupta and Freund termed this behavior “adapting to Assouad
dimension”. Subsequently, the RP tree has found applications in other settings including
tree-based vector quantization [8] and regression [16]. The random directions used to build
an RP tree are not orthogonal to each other and at each level of the tree, there are many
different cuts used, leading to a data structure whose cells are general polyhedra rather than
cuboids as in standard k-d trees. One advantage of the standard k-d tree that is lost here is
that traversing the tree only needs comparison on a single coordinate at a time, while for
RP trees this goes up by at least a factor of n (since one has to compare along a random
direction). Moreover, computing the distance of a point to a cell, which is now a general
polyhedron, is substantially more complicated. Indeed, their original paper does not give a
nearest neighbor algorithm.

On the other hand, k-d trees do not have a nice dependence on doubling dimension while
RP trees do. This is seen in the example of a points distributed along n orthogonal lines,
one parallel to each axis. In this example, halving the diameter requires n splits, i.e., depth
n, even though the doubling dimension is only log(2n).

In this paper, we propose a conceptually simple and algorithmically efficient variant of k-d
trees that adapts to intrinsic dimension. In fact, our algorithm is essentially a pre-processing
step for a k-d tree. The preprocessing consists of a random rotation of the ambient space, i.e.,
instead of the standard basis for constructing a tree, we use a random basis. The overhead
in the running time could be negligible as the database would be rotated in advance, and a
query point only has to be mapped once to the chosen basis before the search is carried out.
Our main theorem asserts that such a transformation leads to a strong guarantee for k-d
trees, namely that they adapt to the intrinsic dimension, in the same way that RP trees do.
The Randomized k-d tree algorithm is described precisely in the next section.
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I Theorem 2 (Main). Let S ⊂ Rn be a finite set with m points and doubling dimension d.
Assuming d log d ≤ c0n, for the Randomized k-d tree, with probability at least 1−me−c1n,
for any cell C of the tree and every cell C ′ that is at least c2d log d levels below C, we have

diam(C ′ ∩ S) ≤ 1
2diam(C ∩ S)

where c0, c1, c2 are absolute constants.

In other words, when the doubling dimension is low, it takes only a small number of rounds
of splits to halve the diameter of cells. A stronger guarantee would be to give an actual
bound on the query time based on doubling dimension. However, we are not aware of such a
connection between cell diameter and query times.

This theorem also provides an intriguing perspective on the standard use of k-d trees
showing that simply taking a random rotation of the data could yield a configuration of the
dataset more amenable to nearest neighbor search via k-d trees. Alternatively, one can also
view this result as an explanation of the success of k-d trees, namely if one assumes that the
basis in which measurements are made is essentially random, then these trees adapt to the
intrinsic dimension, i.e., they work well on average, if one views the data as coming from a
randomly chosen basis. Both these perspectives are supportive of the idea that k-d trees are
actually an excellent choice whenever the intrinsic dimension is significantly lower than the
ambient dimension.

We note that this is a technically simple paper, based heavily on techniques from the
literature. The main obstacle we overcome in the analysis is that the splits used in our method
are not independent, unlike RP trees where each splitting direction is chosen independently
of all others. As far as we know, the simple idea of a random rotation in advance does provide
the first reasonable explanation of the performance of k-d trees with increasing dimension
on real data sets (as they might have low Assouad dimension). Moreover, the insight of
the analysis can be made algorithmic: rotate the data randomly; then build a k-d tree. It
remains to be seen whether this pre-processing step is useful in practice.

2 Algorithm

As mentioned in the introduction, our algorithm is the following: we pick a random orthogonal
basis for space and then build a k-d tree using this basis. The only change we make is that
we make is that instead of splitting at the median when we partition a cell, we split at a
random point in an interval around the median (this modification was also used by Dasgupta
and Freund [7]). It is conceivable that perturbation near the median can be avoided by
adding some random points to the data before building the tree; we do not explore this here.

3 Analysis

3.1 Outline
Our goal is to show that any subset S of bounded diameter will be partitioned into cells
of at most half the diameter within O(d log d) levels of partitioning applied to the subset.
To prove this, we first cover S with balls of significantly smaller diameter, then show that
with good probability, our partitioning procedure separates any pair of balls that are far
enough part into different cells within O(d log d) levels of partitioning. The cells obtained
at the end of this process will have the claimed diameter bound. Dasgupta and Freund use
random independent splits for each cell, and a union bound for the failure probability. In our
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Randomized k-d Tree.
1. Pick a random basis V = {v1, . . . vn} of Rn.
2. Run KD-Tree(S, V, 1).

KD-Tree(S, V, i).
If |S| = 1, return S.
1. Let 2∆ be the diameter of S.
2. Let m be the median of S along vi and δ be uniform random in

[
− 6∆√

n
, 6∆√

n

]
.

3. S− = {x ∈ S : 〈x, vi〉 ≤ m+ δ}; S+ = S \ S−.
4. T− = KD-Tree(S−, V, i mod n+ 1); T+ = KD-Tree(S+, V, i mod n+ 1).
5. Return [T−, T+].

Figure 1 Randomized k-d Tree Algorithm

case, the splits come from a single basis and the same split direction is applied to all cells
at one level, so we have to analyze the resulting conditioning and dependencies. RP trees
pick a completely random direction to make the next split, our trees pick the next vector in
the random basis. To argue that the latter achieves similar performance, we observe that a
random basis can be chosen by picking a random unit vector, then a random unit vector
orthogonal to it, and so on, each time picking a random unit vector orthogonal to the span
of the vectors chosen so far. Our analysis idea is to consider the projection orthogonal to all
basis vectors used for cuts so far and argue that this projection does not collapse points or
shrink balls too much as long as not too many vectors have been chosen. Once we condition
on this, a random vector in the remaining subspace is almost as good as a random vector in
the full space.

It is, however, necessary that we incur some dependence on the number of points, since
we are picking only a fixed basis, i.e., the total randomness is bounded. We could set up a
large enough point set such that for any chosen basis, eventually we reach a cell that takes
much more than O(d log d) cuts to halve in diameter. We get around this issue by assuming
that the total number of points is at most exponential in the ambient dimension, i.e., at
most 2cn for some constant c.

3.2 Preliminaries
Our main tool is the Johnson-Lindenstrauss Lemma [15]. For a subspace V of Rn, let πV (.)
denote orthogonal projection to the subspace V . We will use the following version from
[2, 20] (see also [9, 13]).

I Lemma 3. Fix a unit vector u ∈ Rn, let V be a random k dimensional subspace where
k < n, and ε > 0 then:

Pr
(
‖πV (u)‖2 > (1 + ε)k

n

)
≤ e−

k
4 (ε2−ε3)

Pr
(
‖πV (u)‖2 < (1− ε)k

n

)
≤ e−

k
4 (ε2−ε3).

As a direct implication, for any finite set of points S in Rn, with probability at least

1− 2
(
|S|
2

)
e−

k
4 (ε2−ε3),
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we have

∀u, v ∈ S, (1− ε)k
n
‖u− v‖2 < ‖πV (u− v)‖2 < (1 + ε)k

n
‖u− v‖2 .

We also use the following standard bounds for k = 1.

I Lemma 4. Let u ∈ Rn and v ∈ Rn be a random unit vector. For any β > 0,

Pr
(
‖πv(u)‖ > β√

n
‖u‖
)
≤ 2

β
e−

β2
2

Pr
(
‖πv(u)‖ ≤ β√

n
‖u‖
)
≤ α

√
2
π
.

3.3 Projection properties
The next lemma is a structural property that uses the doubling dimension, and is similar to
what was shown in [7] for RP trees.

I Lemma 5. Let S ⊂ B(x, r) be a set of doubling dimension d. Let V be an arbitrary
k-dimensional subspace of Rn, v be a random unit vector orthogonal to V , 1 > δ > 0 and

r′ = 3r√
n− k

√
2 (d+ log(2/δ))

Then πv(S) ⊆ [πv(x)− r′, πv(x) + r′] with probability at least 1− δ.

Proof. We consider a projection orthogonal to the given subspace V first, then a projection
to a random vector in this subspace W = V ⊥. Since W has sufficiently large dimension, this
will be nearly as good as projecting to a random vector in the full space.

Let C1 be a minimum cover of S consisting of balls of radius r/2. From the definition of
doubling dimension, C1 has at most 2d elements. Similarly C2 will be a cover of C1 ∩ S with
balls of radius r/4; at level i, Ci will be cover of Ci−1 ∩ S using at most 2d balls of radius
r/2i for each element of Ci−1.

Fix a ball B(c, r/2i) at level i and consider one of the balls, B(c′, r/2i+1), which covers
it. Let W = V ⊥. We have for c and c′, the center of these balls that

‖c− c′‖ ≤ r

2i .

Next we compute the following:

Pr
(
‖πv(c− c′)‖ ≥ β

r

2i

√
i+ 1
n− k

)
≤ Pr

(
‖πv(c− c′)‖ ≥ β

‖πW (c− c′)‖√
n− k

√
i+ 1

)
= Pr

(
‖πv(πW (c− c′))‖ ≥ β ‖πW (c− c′)‖√

n− k
√
i+ 1

)
≤ 2

β
√
i+ 1

e−
β2
2 (i+1)

≤ δ

β

(
δ

2

)i
e−d(i+1)

where β =
√

2(d+ log(2/δ)). Now we take a union bound over all balls used in covers at all
levels. For level i, there are 2id2d = 2(i+1)d pairs we need to consider. Thus, via a standard



6 Randomly-oriented k-d Trees

chaining argument a la Dudley,

Pr
(
∃c, c′st ‖πv(c− c′)‖ ≥ β

r

2i

√
i+ 1
n− k

)
≤

∞∑
i=0

2(i+1)d δ

β

(
δ

2

)i
e−d(i+1)

≤ δ

β

1
1− δ/2

≤ δ.

So with probability at least 1− δ, every point y ∈ S satisfies

‖πv(y)− πv(x)‖ ≤ βr√
n− k

∞∑
i=0

√
i+ 1
2i ≤ 3r√

n− k
√

2 (d+ log(2/δ)).

J

The next lemma is from [7].

I Lemma 6. For S ⊂ B(x,∆), δ ∈ (0, 2/e2] and a random unit vector v ∈ Rn, with
probability at least 1− δ,

‖median(πv(S))− πv(x)‖ ≤ ∆
√

2 log (2/δ)
n

I Lemma 7. Let S ⊆ B(x,∆) and z ∈ B(x,∆). Let V be a k-dimensional subspace of Rn
with k < n/9 and v be a random unit vector orthogonal to V . Then, with probability at least
0.95,

‖median(πv(S))− πv(z)‖ ≤
6∆√
n

Proof. By the triangle inequality, it suffices to show that ‖πv(z − x)‖ ≤ 3∆/
√
n and that

‖median(πv(S))− πv(x)‖ ≤ 3∆/
√
n. The first bound uses Lemma 4 setting β =

√
8:

Pr
(
‖πv(z − x)‖ ≥ β ‖z − x‖√

n− k

)
≤ 2
β
e−

β2
2 ≤ 1√

2e4
.

Next, since k < n/9,

β
‖z − x‖√
n− k

≤ 3‖z − x‖√
n

.

Therefore,

Pr
(
‖πv(z − x)‖ ≥ 3‖z − x‖√

n

)
≤ 1√

2e4
.

The second inequality is derived using Lemma 6 with δ = 2/e4.

‖median(πv(S))− πv(x)‖ ≤ ∆√
n− k

√
2 log

(
2
δ

)
≤ 3∆√

n
.

Putting these inequalities together completes the proof, with a total failure probability of at
most (1/

√
2e4) + (2/e4) < 1/20. J
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3.4 Proof of Main Theorem
We are now ready to prove the main theorem. Let S be a set of points contained in a cell C
of the tree with ∆ = diam(C ∩ S), i,e., S ⊆ B(x,∆).

Since S has doubling dimension d, we can cover it using 100dd/2 balls of radius r =
∆/100

√
d.

Let k < c0n and {v1, . . . , vn} be a set of random orthonormal vectors with W =
span (v1, . . . , vk)⊥. By by Lemma 3 and the remark following it, we have that for all
centers u and v of our ball cover (including the center x) at all of at most m nodes of the
tree,

Pr
(
∀u, v : 9

10
‖u− v‖2 (n− k)

n
< ‖πW (u− v)‖2 < 11

10
‖u− v‖2 (n− k)

n

)
≥ 1− 104ddme−

n−k
4 ( 1

100−
1

1000 )

≥ 1− 104mec0ne−
n

500

≥ 1− 104me−
n

1000

with c0 ≤ 1/1000. We will assume that this distortion bound holds for the rest of the proof.
Now consider two balls in this cover, B = B(z, r) and B′ = B(z′, r) where z, z′ ∈ B(x,∆)

and are more than ∆/2 − r apart. For each split there are three possibilities: either the
partition separates B and B′ (which we call a “good split”), or it intersects both B and B′
(a “bad split”) or the partition only intersects one or none of the two balls (“neutral split”).
In the case of a “bad split”, we have to now separate the four parts of B and B′, and in the
case of a “neutral split”, we still only have to separate two objects. We will bound these
probabilities for single steps in Lemmas 8 and 9 (whose proofs we defer to the end of this
section).

I Lemma 8 (Good splits). Let S ⊂ B(x,∆) ⊂ Rn have doubling dimension d. Fix two balls
B(z, r) and B(z′, r) and a subspace V of dimension k ≤ n/9 where:
1. z, z′ ∈ B(x,∆).
2. ‖z − z′‖ ≥ ∆/2− r.
3. r ≤ ∆/(100

√
d).

4. The squared distances between x, z and z′ are distorted by at most 1/10 in V ⊥.
Let v be a random unit vector orthogonal to V , and s be a point uniformly at random in the
interval

[median(πv(S))− 6∆/
√
n,median(πv(S)) + 6∆/

√
n].

Then with probability at least 1/200, πv(B) and πv(B′) lie on different sides of s.

I Lemma 9 (Bad splits). Under the above hypotheses of Lemma 8, then probability at most
1/300, s is contained in the supports of πv(B) and πv(B′).

We prove these lemmas at the end of this section. To complete the mian proof, following [7],
let pi, be the probability that B and B′ share a cell after i levels, i.e., they are not completely
separated. Clearly, p1 ≤ 199/200 using Lemma 8. Moreover,

pi ≤ Pr (good split)× 0 + 2pi−1Pr (bad split) + Pr (neutral split) pi−1

≤ 1
200 · 0 + 2

300pi−1 +
(

1− 1
200 −

1
300

)
pi−1

≤ 599
600pi−1.
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Thus we have pk as being exponentially small in k. Denote α = 599/600. If we take:

k = 1
log(α) (d log d+ 5 log 10)

rounds of partitioning, then each pair of balls is in the same cell with probability at most
1/(105dd). Hence, by taking a union bound over all pairs of balls, no pair is in the same
partition with probability at least 9/10.

To extend the analysis to the entire tree, we simply note that with m points in S, there
are at most m covers (one for each internal node of the tree) of 104dd/2 balls where we have
to preserve the distances between the centers.

We conclude this section with the proofs of the claims regarding good and bad splits.

Proof of Lemma 8. In Lemma 5, if we take δ = 2/e9 and r ≤ ∆/100
√
d, then we find that

πv(B) lies in an interval of radius 3r√
n−k

√
2(d+ log(2/δ)):

3r√
n− k

√
2(d+ log(2/δ)) ≤ 3∆

100

√
2(d+ 9)
d(n− k)

≤ ∆
16
√
n− k

Next we show that with good probability,

‖πv(z − z′)‖ ≥ ∆/(4
√
n− k).

To see this, note that projecting z−z′ to v is equivalent to projecting πW (z−z′) to a random
unit vector in W . We can apply Lemma 4 with β =

√
10
9 /4

Pr
(
‖πvπW (z − z′)‖ ≤ β ‖πW (z − z′)‖√

n− k

)
≤ β

√
2
π

Pr
(
‖πvπW (z − z′)‖ ≤ β

√
9/10‖z − z

′‖√
n− k

)
≤ β

√
2
π

Pr
(
‖πvπW (z − z′)‖ ≤ ∆

4
√
n− k

)
≤

√
20
π

1
12 < 0.42.

Thus, with probability at least 0.68, there is a gap of at least

∆
4
√
n− k

− 2 ∆
16
√
n− k

≥ ∆
8
√
n

between πv(B) and πv(B′). On the other hand, by Lemma 7 applied to the centers of
these balls, with probability at least 0.9, they are both within 6∆/

√
n of the median of

the projection. Thus, with probability greater than 1/2, we have both events: a large gap
between the balls and both balls intersecting the interval around the median. The probability
that random partition hits this gap, conditioned on these events is:

∆/8
√
n

12∆/
√
n
≥ 1

96

This gives us a final success probability of at least 1/200. J
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Proof of Lemma 9. As in the previous proof, we will assume that πv(B) and πv(B′) con-
centrate in intervals of radius ∆/16

√
n around πv(z) and πv(z′) respectively (this happens

with probability 1− 2δ). Now the probability that s intersects πv(B) is 1/96, since πv(B) is
contained in a ball of diameter ∆/8

√
n and the partition occurs uniformly in an interval of

12∆/
√
n. Using Lemma 4, the probability that πv(B) and πv(B′) intersect is bounded as

follows:

Pr
(
‖πv(πW (z − z′))‖ ≤ ∆

8
√
n

)
≤ Pr

(
‖πv(πW (z − z′))‖ ≤

(
∆

8
√
n

√
n− k

‖πW (z − z′)‖

)
‖πW (z − z)‖√

n− k

)
≤

√
2
π

∆
8
√
n

√
n− k

‖πW (z − z′)‖

≤
√

2
π

1
8

√
8
9

∆√
9/10‖z − z′‖

≤ 1
18

√
10
π

∆
(∆/2)− r

≤ 0.2.

The probability of a bad split is upper bounded by

2δ + Pr (πv(B) ∩ πv(B′) 6= ∅) Pr (s ∈ πv(B)) < 4
e9 + 0.2

96 <
1

300 .

J
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